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up to 2 Petabytes /year of raw data. 

Data Challenge 



LBNL SPOT Suite: Towards an End-to-End Solution for Light 

Source Data, Analysis, & Simulation

• ALS generates Big Data.

• Scientists need accessible…
– scalable software systems.

– HPC/HTC/network resources.

– advanced algorithms & analysis.

– advanced simulation.

– realtime feedback.

– remote visualization

• Multi-division team: CRD, ALS, ESNet, 

MSD, & NERSC.
– LDRD & BES/ASCR data pilots

• Focus on in-situ, time-resolved 

experiments, new algorithms, data 

sharing & collaboration.
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From User: Alessandro Sepe as2237@cam.ac.uk -- “Actually, I did not feel any 
difference between a standard beamtime and this NERSC remotely accessed 
beamtime, which is quite an extraordinary result”



HIPGISAXS (now part of CAMERA)

Jamie Sethian

Head of CAMERA

CAMERA: Center for Applied Mathematics for Energy Research Applications

for Applied Mathematics for Energy Research Applications (CAMERA) is an integrated, cross disciplinary center aimed at inventing, developing, and delivering the fundamental new mathematics required to capitalize on experimental investigation



• Printing Organic Photovoltaics & Realtime Analysis

• Show if on-the-fly data analysis of complex systems is possible by 
combining:

– a state of the art materials science questions (OPV or Nafion)

– state the art X-ray detectors and instrumentation

– advanced mathematical algorithms and software

– fast data movement and visualization

– run on some of the fastest computer in the world

A. Hexemer (LBNL/CAMERA), C.E.Tull (LBNL), J. Deslippe (NERSC), R.S. Canon 

(NERSC), E. Dart (ESnet), I.Foster (ANL), J.A. Sethian (LBNL/CAMERA), G. Shipman (ORNL),

J. Wells (ORNL), K. Kleese van Dam (PNNL), T.P. Russell (UMass),                 E. 

Gomez (PennState) 

Facilities: ALS (BES), NERSC (ASCR), ANL( ASCR), OLCF (ASCR), ESnet (ASCR), CAMERA (ASCR)



How about Real-time?

Time to fit single frame per node  

(actually 20x same data frame with 

different initial conditions, since we 

need statistics)

(TITAN and EDISON)

12-20 min

Experiment: 
1 frame per second

600 frames total/sample

+ 15 min sample change

total of 25 min

Possible !!! 



CETull@lbl.gov - 01 October 2014

Organic Photovoltaic Processing using Roll-to-Roll

Conjugated polymer and small molecule

One of the revolutionary appeals of roll-to-roll manufacturing of organic photovoltaics (OPV) is the 

potential to achieve energy recovery times as low as 10 days. R. Sondergaard et al.: materialstoday Volume 15, Issues 1–2, January–February 2012, Pages 36–
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Roll to Roll printer placed inside the beamline

GIWAXS data 

we collected 

during printing

Printer head

X-rays

Edge-on packing

mailto:CETull@lbl.gov


Titan: 1 K20X GPU/node

# nodes = 500, # agents = 20, # generations = 20:
Total time = 3110.00 sec [avg. generation time = 155.50 sec]

# nodes = 2000, # agents = 50, # generations = 20:
Total time = 2071.60 sec [avg. generation time = 103.58 sec]

# nodes = 8000, # agents = 80, # generations = 20:
Total time = 865.60 sec [avg. generation time = 43.28 sec]

Real time?

Printing demo experiments created 
36,000 frames in 3 days (1/2 year on TITAN)



Collect all meta data possible into database (none sql)

Use supercomputer to store, organize, share and analyze  datasets 

(all? just large?)

use prior information of the materials: How? Easy?

automate what ever possible: Data reduction, peak finding, fitting, 

remove background etc. Collect all information immediately. 

Display large datasets: (not as movie, movie has still just one frame 

at a time) e.g. 3D rendering …

Analysis tools have to be cross platform and accelerators: Linux is a 

must for supercomputer, be memory aware: load data on demand 

not all at once … 

Use modern tools for data: Reduce time/energy/angle series to just 

essential frames, use machine learning for pattern recognition and 

see how far we can push it …

EASY TO USE !!!

Sorry for this slide !!!



Data Collection:  Robot

Epson G6 

SCARA robot

Each puck is a kinematic 

mount for repeatable, secure 

transfers

Measurement stage

Barcode reader
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collaboration with 
Eric Grohn (Cornell)



Electron energy loss 

tomography 

on OPV  

Kyoto University 



GISAXS simulation from 

tomography set

GISAXS from sample set



Frame Assembly

can be computationally expensive






